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@4 Mil Std 1553B Development Areas in ISR&pacecrafts

Mil Std 1553B Architecture for ISRO Spacecratfts
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A All Employ both Customised + Mil 1553B I/f
A Mil Std1553B Interface increasingly employed

A Configuration evolved over past 15 years. First Spacecraft with Mil 1553 in 2005
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@4?— Usage of Mil Std 1553 B Bus

U Functional Usage of Mbtd1553B Bus

AOCC / On Board Computer
Sensors, Actuators

TM, TC Bus

GPS Receiver.

Antenna Control

Solar Array Drive

Payload Interfaces HK and
Payload Data

U AuxilliaryData Transfer for
Payload Post Facto AD.

c. .-
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Interface Requirements
Dacecrais

Mil Std 1553B Architecture for 1S

Mil 1553B |
Bus High Data rate +
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Mil Std 1553B Hardware Architecture

Mil Std 1553B Architecture for ISRO Spacecratfts

ABMU (BusManagementUnit) ¢ TheOn BoardComputer(OBC)configurationuses
dualredundantBustopologywith BusA and B connectedto all sub-systems
ASelectedOBQwill function as Buscontroller and Non selectedOBQwill function as

RT

AAll other subsystemsire RT

ABusMonitor only at GC

ANon SelectedSystent needsall datafor Hot redundancyHenceRT
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Fig 4.1 : The Mil Std 1553B Bus configuration for RISAT
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Software Architecture

A Host Software
Roundrobin
U Advantage

U Simplicity, Deterministic

U Short comings

u
i
i
i
i

8ms/16ms/32ms/64ms

Scalability

Fragile for code changes

Manualpartitioning
Manual scheduling
Multiple cycles

/128ms/512ms

October 2015
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Mil 1553 Software

Should Match Host Software
architecture

No Asynchronous Interfaces

Deterministic

Fail Safe

Multiple cycles; 8 to 512ms.
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INCREMENT NMI COUNTER
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POINTER

SYSTEM RESET

[ POWER ON INITIALISATION |

TC /TM PROCESSING

DATA ACQUISITIO
SENSOR
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@4; Types of Data Transfer - Functional

Types of Data Transfer Susbsystems

A Sensors Data A Sensors to AOCC

A Actuators Data A AOCC to Actuators

A House Keeping Telemetry A TM, TC to All subsystems

A Telecommand A Payload Transfers

A Payload Data A Non selected AOCC Data transfers

A Payload Processing Telemetry
A Calibration Data

A TimeSynchronisation

A Protocol Handling

A Fault Tolerance
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@4; Data Transfer Types — 1553 Types

A Message Transfer Types Function Types:
A BC to RT : TC, Aux Data for Payload, Time o
Sync Data. Attitude, Position TransfeStar Sensors,
SPS Data
A RT to BC : TM, Sensor Data A Actuator InterfaceWheel Speed, Torque
Cmd
ARTtoRT : TM, Sensor Datato Seh A 7\ TC: Mil 1553B based TC & TM for al
OBC, Payload Data to BDH subsystems on the Bus

A Broadcast : Attitude, Time Transfer to A Time CorrelationFor GPS Time, OBT

Payloads Transfer
A Aux Data for PayloadFor Payload Data
A Modecodes Processing
A ggﬁggggﬁ\se’v“hom Data : For Time A pay|oad Data Science data from Payloa
A Mandatory Mode codes by standard / Antenna ConiralBeam Angle for
to be enabled transferring Payload Data.

(Txshutdown OverrideTxShutdown,
Reset RT & Transmit Status word)
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3@4 =  Types of Software Interfaces provided

Types of Interface Services Provided
A TC Service
A Type 1,2,3
A TM Service
A Function, Format Based
A Periodic Data Service

A Critical, DelajRregmt
Hardwaresynchronised

A Polled Request Periodic Service
A Data Ready, Data Request I/F

A Asynchronous Message Transfer
Service

A Time Sync Service
A Bulk Data Transfer Service

October 2015

A Used by:

A Time Critical Data => Gyro Sync, Time
Marker

A Periodic => Sensor Data ( like Star
sensor) H/w Sync, Auxilliary Data

A Data Ready Driven => Data like GPS
Position, Payload Data

A Delay Requirement => Data like Gyro
Angle read after Sync

A Asynchronous Data => Telecommand
Derived

A Bulk Data => Payload data ( Periodic)

A Bulk Data => asynchronous - Large
volume - like Software Patch 10



%@143— House Keeping Data Transfer Schemes

A Telecommand Transfer:

A Type 1: Simple, Single Transfer 32 Bit.

A Type 2: Single 1553 Subaddress Transfer. 32 Words
A Type 3: Bulk Transfer. More than 1 Transfer.

( Patch Upload, Payload Data Update)
Data Transfer Completion Identifier- Part of Data.

A Telemetry Acquisition:
A Functional Acquisition. ( Along with Sensor / Interface data)
A Separate Format Driven Acquisition
A Dwell / Super sampling Acquisition

A Asynchronous Message Transfer:

A Provision in Scheduler to include message which can be uplinked and used
for BC to RT or RT to BC data transfer.

October 2015 11



serilisrs Major System Requirements Considered.

A Maximize Efficiency of Data transfer. - whenever bus is used for data transfer, the data should be
utilized.

Data is grouped- Function wise - AOCS, HK, Handshaking

Schedule wise - Time critical, Periodic, Data which require delay
Delay times are effectively used - because of grouping

Low volume Handshake I/F ( on 1553) for High volume message Data

A Maximize the usage of the bus for all Interface requirements to avoid other discrete interfaces.
A Schemes for All data transfer Reqmt, Time sync, 1553 Protocol, Minimum Latency I/F

A Minimize the Dynamic Scheduling of data - To simplify design and employs a fixed, determinant,
reliable scheduling scheme.

A Minimize Host Processor interactions

A Reliable data transfer
A Data Transfer verification - Protocol wise, Data wise with Checksum, Validation schemes

A Provision of Fault tolerant features
A Bus and BC Changeover Logics

October 2015 12



%‘ Mil 1553B Bus Profiling
Bus Profiling

A Architecture Design: Minor Frame (8ms), Major Frame (64ms),
Super Frame (512ms)

A Allocation of Bandwidth / Slots for Each Subsystem
A Identify Slots - Critical / Delay / Periodic / Post Delay
A Scheduling - Periodic / Handshake Driven / Asynchronous
A Bulk Message Slots Provisions
A Syncing of Hardware Events with Mil 1553 Cycle
A Compute
A Margins in Each Minor Frame
A Execution Latency

A Minimum / Maximum Delays

October 2015
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filisre Mil 1553B Bus Profiling contd..

Mil Std 1553B Architecture for ISRO Spacecratfts
A Bus Profiling contd..

Message Scheduling: for Time critical Data / Synchronous Data

A D at a Re ady an d D at a Re qu e St M essa ges Function [ Cycle] |Cycle2 |Cycle3 | Cycled |Cycle |Cycle | Cycle | Cycle

5 ] 7 b]

ATlme Critical- Hence Samphng/ Time |TC G |TC GPS  |TC |Gy |BDH |SPS

. . . . Critical Syne Sync Sync | Time |Data
handling is periodic - } e |Resy
1C
A Data TranSfer Messages 3.1.2 Message Scheduling: for Non Time critical Data
. . Cycle | Cyclel | Cyi Cycled Cycled Cycle 5 Cycle 6 Cycle 7 Cycle§
A Dictated by Consumption of Messag | ™™™ |** [™ © | ‘ ‘
Major |NIL |GyoSPS |SPS,BMU |BDH GI |BDHG2 Gro DGA $s1 51
A Gyro usage before Controller k!
Time [00ps |2356ps+ | 2420us+ [ 28960s 2896)s 56205 + 14460 | 5076us 44
A Actuator after Controller s | s
A Loop bandwidth requirements
. . Maor |NIL [Same as|Same  as|BDHG3 |FireRateBDH |SameasCyclel |39 )
A Periodic Data messages 2| ot ol
A Dictated by periodicity
A Source of data / Source Modules
14
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@4; " Typical Scheduler Design

Main Frame 1

A Selected AOCC is BC.
A Non selected AOCC is RT
A Message Table for Each Message

Main Frame 2

j %essage

A Grouping of Messages of Each RT.
critical Sofj MM Post Delay Siot

A Each RT is a component
Lo / Normally filled\fyith

A Messages divided as TM, Dwell TM Messages

A Time Critical

. . / Cycle Number
A Periodic Subsyste
A Asynchronous Messages A
Interface

A Event Driven Messages Modules

A Bulk Messages

. . Scheduler
A Fixed Scheduling S

. m

A Bulk messages dynamically interface

Modules

scheduled in fixed slots

October 2015 15



Processor Activities

T 13ra

Mil Std 1553B Scheduler + Host CPU Configuration

o
Slots for
Slots Vfrli(;t;e Mil Bus allocation
Scheduler
: . Update
Mil Bus Mil Bus MFE-1
.| Scheduler Scheduler
: : 0
/ Ul\ag?zte Post Delay f U,\'i,",ialte Post Delay f | -3 MIL BUS RosHBelay
: = Messages
(! Messages Messages 2 R g
{{ MIL Bus MIL Bus 0 _
RegmtGen RegmtGen 23) MilBusData
Delay Fil Delay Fill [ I8 Copy 4| DelayFill
< il Messages .| Messages -~ £ | Messages ¢
< MilBusData [ MilBusData ¢ 1553 Cycle [
: Copy — Copy | Completion [ —
Critical Critical check + Init £ Critical
..... Messages Messages il Messages
L28E Cy_c,le ..... A 1553 Cy'/"c‘l,.e A 1 Hardware A
il Completion™ i~ MF1 Completion™  MF2 i Events MF2
\ [| check + Init |; check + Init i <100us
= = o .
i Minor Frame i Minor Frame i Minor Frame i Minor Frame X Minor Frame i Minor Frame':
P 1 1 2 2 64 64 :
(8mseq 1553 (8mseqQ 1553 (8 mseq 1553
( 8mseq (8msed (8 mseq
Super Frame(
512ms)
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Mil 1553B Typical Interfaces

Sub System FDIR Mil 1553 Mil 1553 Mil 1553 Protocol Mil 1553 Bus ET
Interface Scheduler Service Memory
| | Data Fnrlsubcsystem | - | | |
Transfer r4quimment § | | - \_H | |
| | | |
| | | | |
= 1

| | Scheduled FIsg | | command Blocks ! | |
| | Bus Tr'EHsfer Imit ) ! |
| | | | , |
| | | | |
| | | | |

| | | ] BYQRT/RTBC/RT FFT
| | | B U
| | | verification s T |
| | | S | | |
| | Serviced Flag | | | |

- [ I

| I'u'IE:ss.'zige Data | | |
) ) Transfﬂ}' Status u | |
I | ] | | |
| | |

October 2015

Interfaces Provided
A Data

A Message Transfer
Requirement

A Message Service
Flag

A Message Error
Flag

A Time of Message
Information

A Bus Used Flag
A Transfer Status
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sra Functions Implemented in OBC

A Selected OBC Functions as Bus Controller A Non Selected OBC functions as RT

A Bus Controller Functions A RT functions
A Message Transfer Requirement Generation A Message Transfer verification
A Message Scheduler A Bus Selection
A Message Transfer Verification A TC, TM
A Data Copy to Respective interface data A Time of Message Transfer
A Bus Selection and Bus Changeover Logic A Bulk Message Handling
for each RT A Handling Asynchronous Sampling
A TC,TM A Double Buffering
A FDIR

A Data Transfer is initiated every minor
cycle by OBC Software

A . _ A Common Functions
Messages to be initiated are decided by A Refresh RAM operations

respective interface modules. A Register Refresh Operations

A Initialisation

A System Changeover Logics

October 2015 18
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BC,RTnitialisation¢ OBC Changeover

OBCSystem or
Processor Reset

BC Delay Not Ov¢

OBQChanggover

No OBCChan

October 2015

Power On

ORCSelected &

Mil Std 1553B Architecture for ISRO Spacecratfts

MIL STD 1553B
Modes of AOCE

States inOBOMajor Cycle

OB§

ected
OBCChangeover

RT Mode
_’
No OBCChangeower
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@4; Time Sync Schemes

Time Sync Interfaces

1. Marker From Time Source / User
Hardware / Mil 1553 Marker ( PPS, Sync Mode Code)
2. Time at Marker from Time Source

A Time Sync - By Marker followed by Onboard Time
A Time sync - applicable for both - OBC to subsystem or GPS receiver to OBC

A Marker - Discrete I/f like PPS / 1553 Message though Sync without data Mode
command

A Time sync message types - RT Based
Broadcast Based - single / alternate Bus

A TT Register is kept track w.r.t On Board Time - For monitoring all messages and
events.

Marker Sync

October 2015 Time sync accuracies in the order of 100us.
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Mil 1553B Bus Typical Implementations

Implementation

Bus

Configuration

Topology

Bus Selection

Bus

Reconfiguration

| Retry

Bus Load

October 2015

Dual Redundant
Transformer Couplec

Single & Two Level
used

Individual RTs can bt
selectedfor A or B

Retry Not used ( to
be deterministic)
Changeoveto Other
Bus in case of 3
successive failures

Less than 60%
Meghg

Others normally <
50%

Mil Std 1553B Architecture for ISRO Spacecratfts

Subsystem

Function

% Load over
1024ms cycle

Between OBC
1&2

Monitoring Data , Time
Correlation

5%

Star Sensor

TM,TC, Attitude, Aux Data

6.5% 2SS =>
13%

GPS Receiver

TM,TC, State Vector, Aux

<1%

(IRS-P5) Data, Time

DTG (C-2) TM,TC, Attitude, Aux Data 1.5% 3 DTGs =>
4.5%

SSR (C-2) TM,TC <1%

Dual Gimbal TM, TC, Beam Angles, 1%

Antenna Sensor Data

Wheel Drive TM, TC, Speed, TCS 1.6% 3 WDE =>

Electronics 4.8%

Payload ™, TC, Time 1%

Controllers

Baseband Data | TM, TC, Aux Data, Time, 6 %

Handling Handshake I/F

Broadcast Marker, Time of Marker, 1%

Data Attitude & Time

Chandrayaan

MADRAS TM, TC, Time, Payload Data <7%

(MeghaTropiqu
es)

21




@4 Typical Hardware Implementation

Mil Std 1553B Architecture for ISRO Spacecratfts

Local PROM,
RAM,1/O

Processor oEqvt

Logic AProcessor Based

ANon Processor Based Syste

AProtocol controller Memory
mapped

ATwo level Topology requires
two protocol controllers

AProtocol Controller chip bas

AIP Core: based

AExternal RAM to Controller

Memory Arbitration
Logic

BC/RT Mil Std 1553B Aupto 8KW of Shared RAM
RTAGS ) Protocol Controller AWith Built in / External
1553 A/B Transceliver

A TansceiverTransformer with

Low Latency l/O 5V, 15V, 3.3 V options

Transceiver Through 1553
+Transformer

October 2015 BusA, B 22



%j‘igical Implementations — SAR Payload Controller Interface

Mil Std 1553B Architecture for ISRO Spacecratfts

Pagkoad FOIR TC IFE PLC Interface Ml 1553 Mil 1553 Elugl PLC Payiosd
po = (M =ale- o Module Sengos Subswsioms
[ Payload Session On [ | |

Payload Subsys O

Typg] TC

|
PLG O |
IF"I_IE Session ,
1

.
/
18
B s L B —

:.At:-::lrl_ hes=ags
| Time Symc Marker, Ti
f Critical Mesg
|
|
1

-——

‘ I'ﬁme + MNarker
1
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@4 SAR Payload Controller Interface - Contd..

Mil Std 1553B Architecture for ISRO Spacecratfts

Pawioad FDIR Te IF PLT Inbsrface Ml 1553 Ml 1553 PLC Paylzad
S Moduie Service Bus S

yload Sesslon ata | | |
I

Bulk TG Reg_ | |
1

Perliodic: Data

| |
|T| {
- =
| | | o m.nsreﬂ
| Payload Sdssion Stan | |
1

Critlcal Smed

Map -.:EE-‘E-l[H"I Druratham

[
Payload S=dsion End |
1
2q

S —

T R st
| | Critical S
| | BT KT Transie
Pl s :E:-.Ti.-.-nu-n'- o 1 -i
| 1 |
— | | |
=1
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Interface Safety Features

A Major Requirements: Consistency of Data ensured by
A Data Transfer Consistency
A Functional Consistency AData Ready logic Sampling +
A Communication Verification Delay requirements

A Means: AChecksum in all critical packets
A Parity Bits in I/f
A Wild sample remover Af synchronisedvith hardware,
A Validation of at least 3 consecutive ~ Scheduler profile sync with

samples for taking critical action hardware. Periodic Forced Sync.

A Checksum in Packet Transfers
A Validation with Other sensors
A Valid / Invalid bit provision in I/f
A Communication Validation.

Mouble buffering if required

October 2015 25



Fail Safe Logics

Mil Std 1553B Architecture for ISRO Spacecratfts

A RAM Refresh A Onboard Diagnostics
A Periodic refresh of Protocol logic pointers A 1553 Cycle Completion Error
A Register Refresh Checks and Diagnostic
A Protocol registers are initiated every cycle counters
orocotres y ey A Interface Fail Error Counters
A Bus Fault Detection logics A Mil 1553 Bus Error checks
A Bus Changeover Logics and Fail counters
A Successive 3 Fail cycles changes Bus for the RT A Real Time Executive -
A RT FDIR : Further 3 successive Fail cycles declare Scheduler - Time overrun
RT failure after changeover. Indicators
A Detection of BC failure - for 2 selected RTs results A Message Status, Bus Status of
in BC changeover - by declaring Safe Mode. Mil 1553B

A FDIR for subsystems / Payloads

A No Retry used. Auto Bus changeover logic is
expected to Act

A Heart Beat timers are provided in periodic readout
( TM). Incase of freeze, shutdown actions are
initiated.

A In addition, Payload can request shutdown, in case

oconer A5 £INAS Wrong sequence or anomaly. .



s|fsr Experiences

Mil Std 1553B Interface Architecture Problems seen
A Hardware Protocol is well established

A Problems due to Current / Powering /Grounding ConfiguratipRequirements

A RoutingTxrSupply, Grounding

A Most Software Problems are related to Data definitions

A Sub Address MismatahNormally resolved at ICD Level

A Response to Mode codesResolved at Interface Tests

A Asynchronous Interfaces

A Behaviourduring System ChangeoveRT to BC

BC RT Changeover Logic
A Delay provided in BC RT changeover logic resulted in Incremental angle accumulated

By gyro and transferred to AOCC
At Sync

A Wrong Saturation of Incremental angle at Gyro End

= A /1\ /1\ Sync Loss due [0}1&9 eovp(
A Non transfer of Star sensor REFT sigmakulteds P 1 /
in Hangupof Star sensor : /
= | Ve /1 Saturated Incr angle with

A Problems identified earlg Solutions worked out. Wrong polarity

October 2015 27



m4 Experiences contd..

Mil Std 1553B Architecture for ISRO Spacecratfts
Scheduler Effects

A Correlatorwas getting reset with Mil Std 1553B Interface in GPS Receiver.

A Flight Scheduler schedules all messages together once Data ready is
received.

A Always the Receiver was tested witimsgat a time.

A Early Interface Test with BC Scheduler identified the Issue and correction
carried out at GPS

A Database Driver Scheduler + Schemes are provided for BC simulators.

64ms _ Sync Command
Data Rdy Sampling N 1 min N
> < >

Read State Vector SPS State vector <1sec \

Measurements Measurements Reading

SL, NS OBC Time sync Reading
1 sec

October 2015 28
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- Conclusion & Future.

A Mil Std1553 Bushasbeeneffectivelyusedfor variousISRGspacecraft
Applications

A Typicalrequirementsof AOCS other applicationshave been captured
andused

A Present Monolithic configuration with service functions needsto be
migratedto more Layeredarchitecture

A Requirementswith multiple 1553 Bus topologiesfor isolation reqmts
areprovided

A Also other interface requirementsare being increasinglyenvisagedat
variouslevels,i.e SpacewireCANBus,I2Cat Lowerlevel

A CCSD8SO0ISs to be consideredfor the advantagesof mixing multiple
Interface standards multiple sourcesand includingMultiple Processors
In future.

October 2015
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