%@4%

Test System Architecture for AOCS Test

Test System Architecture for AOCS Testing

SSudhakarGroup Head, CDEG,ISAC/ISRO

Email: sudhakar@isac.gov.in

FSW2015
John Hopkins Applied Phydied,Marylangd USA
October 2015



3@4? Agenda
Alntroduction
AAOCS Test Requirements
AArchitecture
ADesign of Various Features
ASummary

October 2015



-y
-‘.

il |izra

Ground Systems DevelopmenfAreas (AOCS Related)

Control and
Digital Area

Control and
Digital
Electronics

Onboard H/w
Development

nboar
S/IW
development

J

Test System Architecture for AOCS Test

Integration

J

Mission

J

Test System
Development

Hardware
Dev Team

n House
Hardware
Design,
Cards, VLS

Standard
Procured
Units Design

J

Customised
Designs

Dgr?ggl?és Spacecraft Mission
Simulation Checkout Development
< y,
|
HILS
J
|
Software Dev

Team

Device
Drivers

Applications,
FEP

Applications
¢Host, GUI

October 2015

.DOS Based

System User I/f

+ Command
Line I/f +8086
®Dedicated  Based Unit
) AOCE
Discrete
Hardware
Units

‘ Linux Based

Host + Linux
Digital Unix + Based FEP
Front End Integrated FEP
Processor

+Qt GUK
(DOS) + AOCE, OBC,
Xwindowsg NGC, OILS,
Multiple FEPs

3



@4? AOCS On Board Computer
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mﬁ‘r AOCC~unctions

Test System Architecture for AOCS Test

A Attitude and Orbit ControlControllers, Filters,
Estimators , Acquisitiol®norbitModes, Station Keeping
Modes

A Sensor Interface Earth Sensor, Star Sensors, Coars -
Analog Sun Sensor, 4pi Sun Sensor, FASS, Solar P r
Sensor, Digital Sun Sensor, Inertial Reference Unit, § SENSORS —m —;' ACTUATORS

Accelerometer e B0C8/1750

. - 41/CAS Processor Based Wheels (MW / RW)
A Actuatorinterfacec Reaction Wheels (RW) , Reactio  pss o ASICs, HMCs o
Control Systems (RCS), Apogee Motor (LAMYyuer ga"h Sensor LAM
(MTC) , Antenna Pointing Mechanism (APM) thari,se”sm SPACECRAFT
A Onboard Time Reference <@ DYNAMICS
A Attitude Reference generatiooModel / Profile Based AOCS BLOCK DIAGRAM

for Normal Pointing, Imaging, Orbit Maneuver
A Orbit Reference generation Model / Profile / GPS Based
A TCT™
A Mil Std 1553B Bus Control
A SolarArray Drive , Antenna Control
A Safey Logics, FDIR, Autonomy

A OperationalAutonomyg Launch Phase Sequencer, LEB
osegusncer, Payload Sequencer .



eaé‘r Testing Aspects Different Phases

w
With Test System

A Hardware Tests
A Software Unit Level Tests

anmee
sk

A Functional checks Input , output , Logical, computational o L~ 4 -
Checks o K- ol =t

A SoftwarezHW Integrated Tests

A Open Loop Testg Static

A Open Loopz Dynamic- Testsz Simulated Input Profile (SIP)
Tests

A Closed Loop Dynamic Tests On Board Computer In loop
simulation (OILS) Tests

A Mission Scenario Tests

A Environmental Tests

A Operational Validation Tests
Without Test System

A HILS Hardware In Loop Simulation Tests

A Integrated Spacecraft Tests
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Test System Architecture for AOCS Test

-rovides ADistributed Architecture
All Electrical/f, Powerl/f, Loads AHost Systeng Data Processing,
Multi RT Simulator + Bus Monitor (1553) User Interface, Simulation
Electrical Stimuli + Measurements Ar
Instruments EP ( Fron.t E_nd Processor) System
_ ¢ Data Acquisition, System Interface
Supports Opeh.oop /Closed loofesting
Interface verification ADedicated Ethernet Interface
Timing Verification
OBC/AOCC Simulators for prototypa/btesting RTC With PCI

based Add on
of other subsystems

Interface Simulation | Fontend SsEm Ui |
. Processor Test :

Sensor, ActuatoModels

Orbit Model, Sun Mode

Dynamics Simulation

Automatic Testing

GUI, RT Plot, Display, Datagging andRetrieval

Linux Based
Host

Located Near SUTAOCC

octaberlgbils1553 Bus Monitor !
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Ground Test System Elements
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e Typical Test System Architecture

Test System Architecture for AOCS Test

Host Work Station:
S/C Model. Interface S/w. Data
Processing (All streams), OILS,

TM-Data
ICP P “ Acquisition

t || System
FEP: Real Tume Host of DA, 1353, /s and Doiver software
25 e 11| M

i . 5
- R | pess "J,?:l TC g 5 ; i E R
7 DTG/ | ! - 3 - ki
B2 M |yccater| Tac | Ene [ R ||| 5 M| C %
I3 U omeier | hn ode B | M N 2' <PSS g
! o 3. Thermo-Couple
= T % | T I’y T T L2 4 PRT
l Y l . FTS
: Interface Uit
; Raw _Bus = ~ e L 1. Amnalog Channel
Simulation/ TS Tele-Command 3 Thermistor
—_— 1.THE, =
Supply Interface 1HTR, 3. SIL/RF bit
Package (TIF) AMTC, LY 4. Project Specific
cards
4 i i I
INTER-CONNECTION UNIT

On Board
Computer M & R
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Software Architecture

Test System Architecture for AOCS Test

October 2015

B Data Processing ( Non RT)
lilésPsslc_\))ftwa_re HK Data HOST software
eceive Dataprocessing
Data, dataAcq P— High Rate DatAcq data TCP/IP RTplot, log and
data MIL-1553 Data HK TM Client s/ERED Auto Test
—— I ’ HOST software
-EXierna Dwell/PBTM Open Loop Test
DataAcq —— Auto Test
Systems (DAS) NormalTM TC
TeleCommands HOST software
FEP software s/c mode)
command, sensor - Sensor sensor/actuator
Actuator, Analog, [€g) Data socket &) Model
digital simulations, Actuator, OBC Sync signals S|P
1553, OILS
1553PktsSerAct SILS

Data Processing ( RT ) AQCS
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Real Time / Non Real Time Management

Realtime Management

AProcesses segregated to RT, Non RT
APriorities maintained accordingly
AScheduling FIFO
Alnter Process communication
AShared Memories
AMessage Queues
ASemaphores
AKernel Preemption enabled
AMemory Locks provided
ADouble buffered interfaces
ART Diagnostics
ADeadline Miss Counters
AParallel Integration in TS to compare
with Flight

October 2015

RealtimeProcesses

AFEP Software

AFEP Communication Software at Host
ASensor, Actuator, Mil 1553 Interface
Software

ASpacecraft Model Software

AOILS, SIP Interface Software

Data Processing Software + GUI
ATelemetry, Data Stream Acquisition
Software.

ART Plotting

AGUI

APage Display

ACommand, Open Loop test software

Offline ¢ Non RT

ALogging + offline software
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%m/’r‘ Different ProcessedOrganisationz For open loop

Test System Architecture for AOCS Test

TC
Process

ing

Sensor
Actuato
rlff
RT

Plotting batd

Process
in
Utiities d
Spacecr
aft e Mil 1553B
est System Stimuli, Bus
Model Settings Handling

Data
Log

Instruments
Telecommand

Open Loop Static Tests:
A All Logical Tests for Sensor Inputs and Actuator

OUtpUtS L Ope_P Dynamics,
APerformance of AOGSGains verification e oppes i

Settings

AOpen Loop AOCS mode Test Vector reading
processing, Verification

ASync with Onboard wherever required. 15
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=-:q4?— Simulated Input Profilez Open LoopDynamic Tests

Test System Architecture for AOCS Test

Avalidates the AOCS / NGC Loops
AOpen Loop Dynamic Testing
AActuator to Sensor Closed loop

is by Simulated Profile Data Files SIP Software Test System
(i.e Loop through Test System is open Software
AEvery Sensor Step input is simulated
ARequires high Real Time Performance + 1

Synchronisedo Onboard

ART Techniques Employed
ADouble Buffering
AFile readout + Update Test system I/f
AOnboard Sync handling with real time sampling
AProcess Priority Management

ASync With onboard
AAdvanced Information from Onboard
AAdvanced Data Update to onboard

October 2015 13
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s Typical OnboardComputer In Loop Simulation

Test System Architecture for AOCS Test

OILS

AAIl Dynamics Logics verified.

Alnterface simulations remain same

Alnputs for Interface simulation arrive from OILS
AFor Closed Loop NGC Six D Dynamics are

simulated + Accelerometer +  Fig 2.0 OILS (On Board In Loop Simulation)

GPS data simulation
/ @Thrustertorque table uSS mOunting}rix

Star Sensor | o
Thruster E> Spacecraft vQa dzZJRI 0 S
Torque Dynamics DTG rate |2 o™
calculation Model E> update = i !
Wheel speed Whdel matrix
Actuator Body rate E> u datF()a -
. Wheel and error &
data Reading Torque calculation _SenS(_)r
| ‘|3| _ CASS /SPSs Simulation
Arhruster Firing calculation E> rror update AGyro rate
On time _ 1T cass RS Astar Sensor
Measurement Wheel Matrix Sun Mode Y/ Q é
Avheel Torque SADAY | ACASS
Data Reading SPDM E> Closed Ioop-:> Potentiometer Anheel speed
AMagnetic angle Simulation update ASPSS
Torquer :

i ; AOCE (Main &edi < D
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@4 DataScheduling &Synchronisation

Test System Architecture for AOCS Test

Spacecraft  Interface FEP
Model Process DataAcq —

MY  sensor Sync
Model Sensor I/f Cycles

Open Loop

Siw — 8ms
Data I/F
ata AOC

DataSI;/I'—SG nsor Data Update

que Actuator Data Read
Actuat@r 4 Data M . AOCs
Actuator u \/f Reads
Model |/F S/w Host
Gyro

SynchronisatiorProcesses Involved:
A Asynd Sync Mode
ASynchronisationvith Onboard
ASync with respect to Signal
AParallel Accumulation / Integration S
ASimulation runs at higher Resolutigrsay 2ms |
Alntegration cycle isubmultipleof onboard cloclc To ensure proper Integration & transfel
of data wherever required.
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@4? Interface Simulation Software -Sensors

Test System Architecture for AOCS Test

Sensors / Any Input Stimuli Combonents
Ae.g. Star Sensor, Battery Current, Solar Array Dr|ve P
AOO Based approach |
AComponent Database Driven
AComponent Data BaseDescribes Types
Earth Sensor / Star sensor !
AProject Database Objects from above components
Declaredc Each instance of sensor + other Info

AShared Memory for Interface Level inputs Stimuli
AUser Input / OILS / SILS Input Sensor Pr!gessi
AAIl Sensor Interface Inputs Model g [

ABias, Correction, Scale factor Provisions.
Misalignment etc)
AUpdate Rates ( If variable)
ASensor Modes (If variable) Open loop/
AL atency ( If required) OILS/SIP
Alnputs for FDIR Simulation

AFDIR at Interface Level simulation

AOutput for

AFEP communication Interface 6
October 2015



@4 Interface Simulation Software -Actuators

Test System Architecture for AOCS Test
Pr

Actuator / Any Output
Ae.g. Reaction Wheellorquet Thruster ,
Solar Array Drive, Antenna Control
AOO Based approach
AComponent basedDatabase Driven
AComponent Data BaseDescribes Types
Wheel, Thruster
AProject Database Objects from above
componentsg Each instance of Actuator +
Other Info Pr;/gessi
AShared Memory for Interface Level inputs ng
AOutput to OILS
Alnputs for FDIR Simulation Actuator
AFailure simulation for Actuators Mg
AOutput for
AActuator Model

. . Actuator
To Stimuli CEES

FEP

Open loop/
OILS/SIP 17
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@4 SpacecraftModel Process

Test System Architecture for AOCS Test

/3\Orbit Model Data /Coeffts
AOrbit Profiles
ASelection for Orbits
ASun Model
AAttitude Reference Model
AAttitude Reference Profile
AFunctionalg sun Pointing, Earth Pointing
ASensor Model
AMounting, Bias, Misalignmen§calefactors
ASensor Modes
ANoise Model
AActuator Models Sensor
AMounting, Dynamics Model
ASpecific Models

ASolar Array Drive to Array Angle generation Spacecraft
Dynamics

Aor Closed Loop testing

ASun and Earth Reference for Validation A&?:é?r
ASpacecraft Dynamics
dét% J) Dynamics for Navigation Computer. 18



@4 Time Sync Interfaces

Test System Architecture for AOCS Test

Time Synchronisatiorinterfaces
ATest System Maintains separate Time
ACounter at FEP OBT Reset Event Provision

ATransferred to host at Actuator cycle _ - for Bias,
Downlink Stream Offset, drift
ATimeSynchronisation (Periodic) & Any tim to match
ATime sync done at Host onboard
A Provision to offset, Sync, Start with a Payload Time Event
particular Date to simulate Overflow etc. (Periodic) & Any time
ANormally one time sync and Periodic
Verification
Hardware
AOn Board Time Sync Time e i‘?’jézrsns
A Through Discrete 1/0 ( at OBT Reset) From FEP
A Through TM Stream As carried out in
Mission
A From Payload Time sync Transfer
For Events Time Ref for Models

AAdvanced Event Info like Navigation Start
AManeuver Start for Profiling Error

October 2015

19



@4‘ " Typical Star Sensor Simulation

REFTn 32ms 4 REFT n+1 1
T‘ - REF T
I | — T
D Integration n+2
Delt
I I I

g Transform
Host I/f FEP I/f | Data to S/c

Simulation Simulation i Reading e

Any Error
Latency Time sync

Correction Or onboard

Time error

Latency shows up

Sensor |/f

Body to

Sensor ;
( Sensor
Model)

<—— Sun Ref

Earth Pointing Ref Attitude Erfor Ear.':h I;O:cntlng
| Pr&file Re
< Profile Ref
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?@4? Data Processing Software

Test System Architecture for AOCS Test

Data Processing Software

AReal Time- For OILS, Open Loop tests
AThruster On time data
AMotor Pulse data Readout ("
ATorque Data from WheeTorquer %%l \easureme

nts

ANon Real Time oynamics
ATelemetry Streams Typical 6, Payload Au Data

ATest System House Keeping Stre

AActuator Datag Sampled, Forma
Wheels, Antenna Drive for
open loop Validation Telemetry

AMil 1553 Data Received by RT

APayload Aux Data

ADynamics Data

Mil 1553B

Test System
Data

Test Syste

HK TM, TG
Mon

Processing

AProcessing Data Base Driven (Parameter IDs)
AMap Info provides mapping from Stream data
format to TS channels

October 2015 21



3“4‘ " Data Processing Databases

Typ|ca| Typ|ca| Stream Info Typical PID Structure

typedefstruct
STREAM O {

A Upto 50 Streams ( 25 Typical)

A Data Rates 4kbps32kbps

A Multiple Frames

A Typical 10000 TS channels

A Typical 100 Post Processing

channels

A 6000 PIDs

A Upto 40 Processing Types
ABit Info
AByte/ Word
AHex, Decimal
A Qa 02 YL
AIEEE, 1750 Formats
ATime formats

Ay

October 2015

FRSYNCNO 3
FRSYNCCODE AC_CA
FRID 4

NOOFFRAMES 64
WORDSPERFRAME 12§
PROCESSRATE 128
DWELL 1

FRSYNCCHK 1
WRDSFROMIF 66
RAWDISP 1
MAPCHANNEL 0
DEFCHAIN O

DEFLOG 1

DEFPROC 1
MAPSTART 0

MAPSIZE 4900
MAPCODE P
POSTPROCSTART 950
POSTPROCSIZE 200
ALWAYSPROCSTART 9
ALWAYSPROCSIZE 19¢

ValuePIDValue
charcParameterNam@ARAMETER_SIZE];
charcDisplayValu®ISPLAY_SIZE + 10];
charcOldValugDISPLAY_SIZE + 10];
int iDisplaylnfo
int iPlotCounter

[* counter to indicate plotting for

the PID is

requested by the clients */
int iAnamoly
int iFilter;
float resolution;
int DataType
[*verification */
int iVerify_reqd
int iVtype
ValueVerify_value
float deviation;
charVerify_att{DISPLAY_SIZE + 10]; // 0: OK, 1:

/[1or0
/I int, 2: float, 3: compare

Not OK, 3: No Verification

/*log on change */




%“4 N Typical Data Processing Software

Test System Architecture for AOCS Test
Initialisation TS Channels
ARead Data Bases PID Data, Map Data,
Stream Info
ACreate Linked Lists, Cross Ref Lists

AOn Receiving Stream Data =
ALog the Stream Data

AFor Every Sub Block of Stream Data
AMap the Stream Data to TS Post Processing
Channels tes
AFor Each TS Channel Updated o
AProcess all Affected PIDs

AFor all the Post Processing T

Channels Updated S
Mrocess all Affected PIDs Stream n

AUpdate the PID Data for all the

Logging Plotting Utilities through

Queue

( RT Plotting, Anomaly, Automatic

Testing inputs)
October 2015 23

PID Linked List




%“4 e Front End Processor Software

Test System Architecture for AOCS Test

Device Drivers
AMil 1553B Multi RT Simulator
ATC Encoder
AISR 1ms
Mata Acquisition Driver Analog, Digit
AFunctions for Sync Mode with SUT /
Non Sync Mode

AApplications
AHostc FEP Communication 1 Hardw
. . are

AMil 1553 B Handling and Host pa— i
Communication 2 Proces Driver

AFor Real Time Data o

WIr

AFor Stream Data ( Non RT) awe

AMil 1553 Bus Monitor
Alnstruments Readout
APower Supply, Current Meters

October 2015 24
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FEP Software Features

FEP Software Features

AMultithreaded architecture wittpthread

levelsynchroniszationbetween threads.

A Data Acquisition + Simulation

with a granularity of 1ms with Hardwag/

interrupt.

ATime Synchronization option with GPS ti

source.

A Real time 1/O performance is requireds

Test System Architecture for AOCS Test

host \

Receive Telemetry

Data Acquisition System and I/O settings

Y\d Telecotnmand /
Receive Closed Loop data

\u_,_/

~———

Telemetry Acquisition

/1

Scheduler )‘&

ok

BMU - Package

Interrupt

A Intel/AMD processors and real time variants

of Linux - used in test beds.
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